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1. Introduction

Black hole entropy can often be derived in string theory by counting excited states of

equivalent D-brane configurations. The ensemble of D-brane states with fixed charges

turns into a classical black hole when the Newton constant is increased. The main point

of Mathur’s ‘fuzzball’ idea [1] is to ask what happens with the individual (pure) D-brane

states in the same process. AdS/CFT suggests that these may become smooth horizonless

geometries. This opens up an exciting possibility: if these ‘black hole microstate geometries’

can be identified and counted, then the black hole entropy can be reproduced directly from

supergravity. The goal of this paper is to do exactly this in the 2-charge black hole case,

for which the microstate geometries are relatively well understood.

The plan of the paper is as follows. In section 2 we collect the necessary information

about the D1-D5 black hole and its microstates, and formulate our main result. In section 3

we review the quantization method based on evaluating the symplectic form. In addition

to our previous techniques [2, 3], we derive a ‘consistency condition’ which is a strong

constraint on the form of the restricted symplectic form. In the present case, it can be

used to predict the symplectic form up to a prefactor. To complete the calculation, it is

sufficient to evaluate the prefactor for perturbations around a conveniently chosen specific

spacetime, which we do in section 4. We conclude in section 5 with a general discussion of

the future of Mathur’s program.
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Note added. When this paper was being prepared for publication, we received an inter-

esting paper [15] where, among other results, the ‘planar curve’ part of moduli space was

quantized directly (using the method of [2]). Our result agrees with [15], while our new

method based on the consistency condition makes the computation somewhat simpler.

2. D1-D5 geometries

2.1 Fields and charges

The D1-D5 black hole microstate geometries are regular solutions of Type IIB SUGRA.

The nontrivial fields (the metric, the dilaton, and the RR two-form) are given by [4, 5]

ds2 = e−Φ/2ds2
string ,

ds2
string =

1√
f1f5

[
−(dt + A)2 + (dy + B)2

]
+

√
f1f5 dx2 +

√
f1/f5 dz2 ,

e2Φ = f1/f5 ,

C =
1

f1
(dt + A) ∧ (dy + B) + C ,

dB = ∗4dA , dC = − ∗4 df5 , (2.1)

f5 = 1 +
Q5

L

∫ L

0

ds

|x − F(s)|2 ,

f1 = 1 +
Q5

L

∫ L

0

|F′(s)|2ds

|x − F(s)|2 ,

A =
Q5

L

∫ L

0

Fi(s) ds

|x − F(s)|2 dxi .

The solutions are asymptotically M5 × S1 × T 4; y and z denote the S1 and T 4 directions.

The moduli space is parametrized by a closed curve

xi = Fi(s) (0 < s < L, i = 1 . . . 4), (2.2)

which is assumed to be smooth and non-selfintersecting. Its parameter length has to satisfy

L =
2πQ5

R
, (2.3)

where R is the coordinate radius of S1. Under these conditions the above geometries are

completely regular. It should be noted that this description is somewhat redundant, since

a constant shift of parameter s → s+h would produce the same geometry; this redundancy

will play a role below.

In Mathur’s approach to black hole microstates [1], solutions (2.1) are supposed to

represent microstates of the spherically symmetric 2-charge geometry, which is given by

eqs. (2.1) if we replace

f1,5 → 1 +
Q1,5

|x|2 , Ai, Bi → 0 . (2.4)
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This system is equivalent to M5 × S1 × T 4 with N1 D1-branes wrapping S1 and N5 D5

branes wrapping the full S1 × T 4. The brane numbers are related to the charges by

Q5 = gsN5, Q1 =
gs

V4
N1 (2.5)

(in the units α′ = 1), where gs is the string coupling and (2π)4V4 is the coordinate volume

of T 4. The D1-D5 system is known to have the macroscopic entropy1

S = 2π
√

2N1N5. (2.6)

This entropy was not yet reproduced as a thermodynamic Bekenstein-Hawking entropy,

because the spherically symmetric geometry has a classical horizon of zero area. A nonzero

horizon is expected to appear once higher-curvature corrections to the two-derivative Type

IIB SUGRA are included, similar to how it happens in the heterotic compactifications [7].

2.2 Counting D1-D5 microstates

In this paper we will reproduce (a finite fraction of) the entropy (2.6) by counting microstate

geometries (2.1). To do this, we will have to quantize the curve F(s) (see footnote 3 in

[5]). As we will show, in quantum theory F(s) acquires commutation relations:

[
Fi(s), F

′
j(s̃)

]
= iπµ2δijδ(s − s̃) . (2.7)

This commutation relation has been previously conjectured by using the fact that the D1-

D5 system can be U-dualized into the FP system (the multiply wound fundamental string

carrying momentum along a compactified direction). The curve F(s) in the D1-D5 picture

was identified with the profile of a chiral excitation of the dual string according to a simple

proportionality relation

F(s) = µFFP(s), µ =
gs

R
√

V4
. (2.8)

The fundamental string is quantized using the quadratic action

1

4π

∫
(Ẋ2

i − X ′2
i )dτdσ , (2.9)

and thus satisfies the commutation relation

[Xi(σ), Ẋi(σ̃)] = i2πδ(σ − σ̃)δij . (2.10)

The commutator of its chiral component is 1/2 of that:

[FFPi(s), F
′
FPj(s̃)] = iπδijδ(s − s̃) , (2.11)

and (2.7) follows.

Later in this paper we will show how, instead of such duality-based reasoning, one can

derive (2.7) directly from the SUGRA action. At this point let us demonstrate how this

1See [6] for a derivation of this entropy by using the Dirac-Born-Infeld effective action to quantize

supertubes.
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result can be used to compute the degeneracy of the D1-D5 system. From the SUGRA

point of view, we must count the number of microstate geometries with fixed charges Q1,5,

which translates into counting the number of curves F(s) satisfying the relation

Q1 =
Q5

L

∫ L

0
|F′(s)|2ds . (2.12)

Classically, this question cannot be answered — there are infinitely many such curves.

However, once we take the commutator (2.7) into account, we should expand F(s) into

quantum oscillators:

F(s) = µ

∞∑

k=1

1√
2k

(
cke

i 2πk

L
s + c†ke

−i 2πk

L
s
)

,

[ci
k, c

j†
k′ ] = δijδkk′ , (2.13)

〈∫ L

0
: |F′(s)|2 : ds

〉
=

(2π)2

L
µ2Nosc ,

Nosc =

∞∑

k=1

k〈c†kck〉 ,

In such a quantum theory relation (2.12) takes the form

N1N5 = Nosc . (2.14)

Thus the degeneracy of states is equal to the degeneracy of the N1N5 energy level in the

system of 4 chiral bosons:

Γ ∼ exp

(
2π

√
c

6
N1N5

)
, c = 4 . (2.15)

It follows that the microstate geometries (2.1) account for a finite fraction of the full D1-D5

entropy. It is well known that they are insufficient to recover the full entropy: one would

have to consider solutions corresponding to the string vibrating in the T 4 directions [5] and

to the fermionic excitations of the string (see [8]).

3. Quantization from SUGRA

3.1 Symplectic form quantization

We would now like to derive the commutation relation (2.7) directly from SUGRA. There

are several reasons why such a result would be welcome. First, it is important to know as

a matter of principle that the commutators can be extracted from the classical geometries

without any further input. Second, the U-duality-based derivation of (2.7) described above

is not fully satisfactory: 1) it may not be easily generalizable to 3-charge microstate geome-

tries which seem to have a very complicated moduli space parametrized by 4-dimensional

hyper-Kaehler metrics [9]; 2) strictly speaking, the shape of the curve is not guaranteed to

be a duality-invariant notion (only the degeneracies of states are).
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Notice that we expect nontrivial commutation relations (2.7) to appear already among

the functions parametrizing the moduli space. This situation should be contrasted with the

case of Manton’s soliton scattering, where positions of solitons by themselves commute, and

to get nontrivial quantization one has to augment the phase space by adding momenta,

corresponding to slow soliton motion. This difference can be traced to the stationary, as

opposed to static, nature of our solutions.

The standard approach to quantization would be to work with the quadratic action for

small fluctuations around every point in the moduli space. However, this is not technically

feasible, since for a general geometry (2.1) there does not seem to be a convenient basis at

hand into which to expand these small fluctuations. Another problem is that, typically, the

quadratic action would couple fluctuations along moduli space to fluctuations orthogonal

to it. This indicates that quantizing the quadratic action is a more difficult problem than

the one we have to solve.

All these difficulties were explained in [2, 3], where it was proposed that instead of the

quadratic action, it is more efficient to think directly in terms of the classical equivalent

of the commutation relations — the Poisson brackets. In a general formulation of the

problem we are given a classical dynamical system with phase space coordinates having

the standard Poisson brackets

{qI , pJ} = δIJ . (3.1)

We are also given a subspace M of the full phase space parametrized by some coordi-

nates xA:

q = q(x), p = p(x) . (3.2)

The problem is to find the induced Poisson brackets: {xA, xB} =? To solve the problem

let us consider the symplectic form of the theory:

Ω = dpI ∧ dqI . (3.3)

The symplectic structure on M is given by the pull-back (i.e. restriction) of Ω:

Ω|M = ωAB(x)dxA ∧ dxB ,

ωAB =
∂pI

∂x[A

∂qI

∂xB]
. (3.4)

The induced Poisson brackets are simply given by the inverse of ωAB:

{xA, xB} =
1

2
ωAB . (3.5)

This argument shows why it is convenient to think in terms of the symplectic form: it

encodes the Poisson brackets in a covariant way.

In our particular situation the phase space will be that of Type IIB SUGRA, the

subspace M being the moduli space of D1-D5 geometries parametrized by closed curves.

The Einstein-frame action of Type IIB SUGRA in the relevant sector is given by

SIIB =
1

(2π)7g2
s

∫ √−g

[
R − 1

2
(∂Φ)2 − 1

2
eΦ|F3|2

]
, F3 = dC . (3.6)
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To define the phase space variables, we put the theory in the Hamiltonian form. Dynamical

degrees of freedom on a surface of constant time will be given by the spatial components

of the metric and of the two-form, as well as by the value of the dilaton:

q = {gab, Cab,Φ} . (3.7)

The remaining components of the metric and of the two-form (gtt, gta, Cta) will appear in

the action only as Lagrange multipliers, i.e. without time derivatives. The symplectic form

of the theory is given by

Ω =

∫

t=const
d9x

∑

q

δΠq(x, t) ∧ δq(x, t), Πq =
∂L

∂q̇
. (3.8)

Here δ denotes the differential in the space of fields, not to be confused with the spacetime

differential dxµ. This equation can be rewritten in the Crnković-Witten-Zuckerman [10, 11]

covariant formalism as an integral over a Cauchy surface Σ of the symplectic current:

Ω =

∫
dΣµ Jµ, (3.9)

Jµ = δ

(
∂L

∂∂µψA

)
∧ δψA . (3.10)

Here ψA runs over all the fields of the theory. If we choose Σ = {t = const}, the contribu-

tions of Lagrange multipliers drop out, and we recover (3.8). The symplectic current Jµ

has several useful properties: 1) it is conserved as a consequence of the classical equations

of motion (and thus Ω is independent of the choice of the Cauchy surface), it changes by a

total derivative under a gauge transformation (and thus Ω is gauge invariant). Moreover,

both Jµ and Ω are invariant under point transformations of the elementary fields.

The symplectic form of the relevant sector of Type IIB SUGRA can be written as

Ω =
1

(2π)7g2
s

∫
dΣµ Jµ ,

Jµ = Jµ
g + Jµ

F + Jµ
Φ . (3.11)

The three terms here are the gravity, two-form, and dilaton symplectic currents, which can

be computed using eq. (3.10) from the corresponding parts of the action (3.6). We have

Jµ
g = −δΓµ

αβ ∧ δ(
√−ggαβ) + δΓβ

αβ ∧ δ(
√−ggµα) , (3.12)

Jµ
F = −δ

(√−ge−ΦFµ|αβ|
)
∧ δC|αβ| , (3.13)

Jµ
Φ = −δ

(√−g∂µΦ
)
∧ δΦ . (3.14)

The Jµ
g is known as the Crnković-Witten current [10]. When deriving it from the gravita-

tional action, one should use the so-called ΓΓ − ΓΓ Lagrangian, which contains only the

first derivatives of the metric and differs from the standard Einstein-Hilbert Lagrangian by

a total derivative term.
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3.2 Consistency condition

The above logic has been laid out in [2, 3], where it was used to quantize the moduli space

of the ‘bubbling AdS’ geometries [12]. It can be used to compute the symplectic form

on any subspace of the full phase space of gravity. Now we will add a new ingredient to

the discussion. Namely, we observe that the subspace we are dealing with is not just any

subspace: it is rather special in that it consists of time-independent solutions. It turns

out that in this case there is an additional piece of information which can simplify the

derivation of the restricted symplectic form. In particular, this information will allow us

to predict the resulting symplectic form up to a coefficient, without doing any difficult

computations.

In fact, the idea we are about to explain applies to any subspace M which is invariant

under the Hamiltonian evolution. Thus we consider a general Hamiltonian system (H,Ω)

with a Hamiltonian H and a symplectic form Ω. Let us restrict Ω and H to M:

ω = Ω|M, h = H|M . (3.15)

Now we have two hamiltonian flows on M: the original flow (H,Ω), which leaves M
invariant by assumption, as well as the flow (h, ω) generated by the restricted objects.

Theorem (Consistency condition): These flows are equivalent on M: (H,Ω)≡
(h, ω).

The proof is very simple. The solutions of the Hamilton equations can be obtained in

the first-order formalism as stationary curves of the functional

∫
dt

[
Ki(X)Ẋi − H(X)

]
, (3.16)

where K is a one-form such that Ω = dK. Restricting Ω to M is equivalent to restricting

K. A stationarity curve will of course remain stationary under a smaller class of variations

which do not take the curve outside M. It follows that any curve of the flow (H,Ω) must

satisfy equations of motion of (h, ω). Q.E.D.

To apply this theorem in practice, we must evaluate the on-shell Hamiltonian (i.e. the

solution energy) H|M as a functional on the moduli space. From the form of this functional

we get a consistency condition which should be satisfied by ω: the Hamiltonian equations

derived from H|M and ω should coincide with the evolution on the moduli space implied

by the form of the solutions.

The energy of the D1-D5 microstate geometries is given by

H|M =
RV4

g2
s

(
Q5

L

∫ L

0
|F′(s)|2ds + Q5

)
. (3.17)

It can be evaluated using the standard general relativity formula for the asymptotically

flat spacetimes

H =
1

(2π)7g2
s

∫

∂Σ

(
∂gab

∂xb
− ∂gbb

∂xa

)
na (3.18)
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where ∂Σ is the asymptotic boundary, which in our case is S1 × T 4 times the 3-sphere at

large |x|, gab is the spatial metric (i.e. a, b run over the coordinates x, y, z), and na is the

outside unit normal to Σ. Notice that (3.17) agrees with the total mass of the D-branes:

Etot = g−1
s (N1R + N5RV4) .

The consistency condition implies that the Poisson brackets on the moduli space should

be such that the Hamilton equation

dFi

dt
= {Fi,H|M} (3.19)

be compatible with the time-independence of the microstate geometries. A moment’s

thought shows that the only nontrivial allowed equation is

dFi

dt
= const.

dFi

ds
, (3.20)

so that

Fi(s, t) = Fi(s + const.t) . (3.21)

Such, and only such, dynamics leads to time-independent geometries, since the metric and

other fields are given in terms of contour integrals which remain unchanged under the

constant shift of parameter (3.21).

The Hamiltonian (3.17) leads to eq. (3.20) if and only if the Poisson brackets have the

form:

{Fi(s), F
′
j(s̃)} = α δijδ(s − s̃) , (3.22)

where α is a constant. The corresponding symplectic form is thus fixed up to a propor-

tionality coefficient2:

Ω =
1

2α

∫
δF ′

i (s) ∧ δFi(s) ds . (3.23)

Notice that the precise value of α cannot be established by this argument — it will

have to be found by an explicit calculation. Notice also that α, although a constant for

each F(s), could in principle depend on F(s) by being a function of integrals of motion

(e.g. of the Hamiltonian or higher-derivative contour integrals):

α = α

(∫
F′2ds,

∫
F′′2ds,

∫
K(s − s̃)|F(s) − F(s̃)|2dsds̃, . . .

)
. (3.24)

The only requirement is that it should be invariant under the shifts of parameter F(s) →
F(s+h). Thus the calculation also has to establish that α is a numerical constant, and more

precisely that α = πµ2. In this case the Poisson bracket (3.22) promotes upon quantization

to precisely the conjectured commutator (2.7).

2Notice that this symplectic form is invariant under the infinitesimal transformation δF(s) → δF(s) +

εF
′(s). Thus it restricts nicely to the ‘true’ moduli space which is the space of curves modulo constant

parameter shifts. In fact the whole above discussion could be phrased, completely equivalently, in terms of

this ‘true’ moduli space.
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To conclude this section, we would like to note that in the ‘bubbling AdS’ case men-

tioned above, where the symplectic form was computed using the direct CWZ method

in [2, 3], the consistency condition turns out to be much more powerful and in fact fixes

the symplectic form completely, i.e. together with the prefactor. The reason is that in

the ‘bubbling AdS’ case there is non-trivial dynamics on the moduli space of geometries,

namely the planar droplets parametrizing it rotate with a particular angular velocity, which

can be fixed unambiguously by requiring that the metric take the asymptotically AdS form

with all perturbations going to zero at the prescribed rate3.

4. Fixing the prefactor

4.1 Simplifying assumptions

In the previous section we used the consistency condition to show that the time-indepen-

dence of the D1-D5 solutions together with the form that the Hamiltonian takes on the

moduli space leave very little freedom for the restricted symplectic form: it must be given

by eq. (3.23), and the only thing that remains is to evaluate the coefficient α. This is quite

a strong restriction, since the most general expression for the symplectic form respecting

the translation invariance in the parameter space is

Ωgeneral =

∫
ds ds̃ Kij(s − s̃|F) δFi(s) ∧ δFj(s̃) , (4.1)

where the symplectic kernel K has to be antisymmetric:

Kij(s|F) = −Kji(−s|F) . (4.2)

Some extra restrictions could be generally derived using the invariance of Ω under the

Poincaré group acting on the curve, but these restrictions would fall far short of what we

have established: that the kernel is diagonal in the perturbations and, most importantly,

that it is local :

Kij =
1

2α(F)
δijδ

′(s) . (4.3)

Although an explicit calculation will be necessary to determine α, it turns out that what

we already know will allow us to organize this calculation in a rather economical way.

Rather than evaluating the symplectic form in full generality, as it was done in [2] for

the ‘bubbling AdS’ case, the idea is to find a case which is simple yet restrictive enough

so that it fixes the remaining freedom. We will consider the following set of simplifying

assumptions : 1) the curve contains a straight-line interval I of the form (see figure 1):

F1(s) = s, F2,3,4(s) = 0 (0 < s < 1) ; (4.4)

2) the only nonzero component is

δF2(s) ≡ a(s) (0 < s < 1) . (4.5)

3The question whether it is possible to make such an argument was first posed to me by Boris Pioline.
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Figure 1: The class of closed curves containing a unit interval I along x1, and otherwise having

an arbitrary profile. We evaluate the symplectic form around any curve from this class, and for the

perturbations supported on I and directed along x2. This symplectic form is then extended to the

full moduli space by uniqueness.

Under these assumptions, we will show that the symplectic form is given by

Ω =
1

2πµ2

∫
a′(s) ∧ a(s) ds . (4.6)

independently of the shape that the curve takes outside I. A moment’s thought shows that

this is enough to rule out any nontrivial dependence of the kind (3.24). In other words, the

only possible expression of the form (3.23),(3.24) which reduces to (4.6) under the above

simplifying assumptions is the one where α = πµ2 is a numerical constant independent of

F(s).

4.2 Field perturbations

Having assumed (4.4),(4.5), let us begin the evaluation of the symplectic form. First of all

we have to compute perturbations of the fields f1,5, A,B, C in (2.1). It will be convenient

to introduce the polar coordinates in the space transverse to I:

dx2
i = dx2

1 + dr2 + r2(dθ2 + sin2 θ dφ2),

r ≡
√

x2
2 + x2

3 + x2
4 , x2 = r cos θ . (4.7)

Starting with f5, we can write its perturbed value as follows:

f5(F + δF) = f̄5 +
Q5

L

∫ ∞

−∞

ds

(x1 − s)2 + (x2 − a(s))2 + x2
3 + x2

4

≈ f̄5 +
πQ5

Lr
+

Q5

L

∫ ∞

−∞

2x2a(s) ds

[(x1 − s)2 + r2]2
, (4.8)

f̄5 ≡ 1 +
Q5

L

∫

s/∈I
ds

(
1

|x − F(s)|2 − 1

(x1 − s)2 + r2

)
, (4.9)

where ≈ means that we expanded to the first order in a(s). The f̄5 is the regular part

of f5 (i.e. it has no singularities on I); it does not vary with a(s). Using the momentum

representation for the convolution integral, we have

f5 ≈ f̄5 + γf sing,

f sing ≡ 1

r
+

cos θ

r2

[
(1 + r|p|) e−r|p|ã(p)

]∨
, (4.10)
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γ ≡ πQ5

L
=

R

2
. (4.11)

Here we introduced the notation for the Fourier transform in x1 and its inverse:

ã(p) ≡
∫

ds eipsa(s), b(x) =
[
b̃(p)

]∨
≡

∫
dp

2π
e−ipx1 b̃(p) .

Analogously we get

f1 ≈ f̄1 + γf
sing

, (4.12)

A ≈ Ā + γf
sing

dx1 − γ
cos θ

r

[
ipe−r|p|ã(p)

]∨
dx2 , (4.13)

where the barred fields, whose precise form will not be needed below, are again regular on

I. The B and C are then found by solving the flat-space Hodge dual equations in (2.1):

B ≈ B̄ + γ

{
1 − cos θ +

sin2 θ

r

[
(1 + r|p|) e−r|p|ã(p)

]∨}
dφ , (4.14)

C ≈ C̄ + γ

{
−1 + cos θ − sin2 θ

r

[
e−r|p|ã(p)

]∨}
dx1 ∧ dφ+

+ γ cos θ sin θ
[
(i sign p) e−r|p| (2 + r|p|) ã(p)

]∨
dθ ∧ dφ . (4.15)

4.3 A coordinate transformation

If we substitute (4.10)–(4.15) into (2.1) and expand in a(s), we will find what we call ‘naive’

perturbations of gµν , Cµν ,Φ. Schematically we have:

δgnaive
µν = gµν(F + δF) − gµν(F) (4.16)

expanded to the first order in δF, with analogous expressions for Φ and C. These pertur-

bations will not yet be suitable for computing the symplectic form using eq. (3.11). The

reason is that δgµν so defined will be singular on the curve in the coordinate system in

which gµν is regular. A manifestation of this singularity is that the O(a(s)) terms in (4.10)–

(4.15) are all more singular as r → 0 than the zero-order terms. The correct definition for

the field perturbations is ([2])

δgµν = g(ε)
µν (F + δF) − gµν(F) , (4.17)

where an appropriate change of coordinates xµ → xµ− εµ has to be applied to gµν(F+ δF)

before the subtraction is made. The effect of this can be expressed as

δgµν = δgnaive
µν + ελgµν,λ + 2ελ

,(µgν)λ , (4.18)

where the additional terms (which can also be written as ∇(µεν)) are the effect of an O(a)

coordinate transformation. They have to be chosen so that the resulting δgµν be regular.

Analogously we will have

δΦ = δΦnaive + ελΦ ,λ , (4.19)
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Figure 2: The ‘cutoff’ C∞ function χ(r) interpolates smoothly between 1 at r = 0 and 0 at r = ∞.

δCµν = δCnaive
µν + ελCµν,λ + 2ελ

,(µCν)λ + Λ[µ,ν] , (4.20)

where in the case of the two-form field we also have to include the effect of an abelian

gauge transformation.

It is not difficult to guess the form of a coordinate transformation x → x̃ needed to

make the field perturbations regular. The effect of this transformation should be such that

1) the perturbed curve x2 = a(x1) has equation x̃2 = 0 in the new coordinates; 2) the

transformation has unit Jacobian on the curve; 3) the transformation tends to the identity

transformation at infinity. The following transformation satisfies all these requirements

and will do the job:

x̃1 = x1 + a′(x1)x2χ(r) ,

x̃2 = x2 − a(x1)χ(r) . (4.21)

Here χ(r) is any function which interpolates smoothly between 1 at r = 0 and 0 at r = ∞
(see figure 2). Thus the only nonzero components of εµ are

ε1 = −a′(x1)x2χ(r), ε2 = a(x1)χ(r) . (4.22)

4.4 Reduction to the plane wave

Implementing this coordinate transformation, we will get regular field variations, which

could in principle be used to compute the symplectic form using eq (3.11). Note that the

barred terms in (4.10)–(4.15) will ‘contaminate’ the field variations as a consequence of

expansions that will have to be done once (4.10)–(4.15) is substituted into (2.1), and later

via the second terms in (4.18)–(4.20). However, we claim that all these contaminating

contributions can be ignored. More precisely, we would like to argue that the symplectic

form can be computed by putting all the barred terms to zero both in the unperturbed

spacetime and in the perturbations.

The argument why this is so consists of three steps. First of all, we notice that to

determine the local contribution to the symplectic current, it is enough to perform the

integration in (3.9) in a small neighborhood of I, which should include the regions where

χ 6= 0. The reason is that outside of this neighborhood the field perturbations depend on

a(s) in a regular nonlocal way. Thus the same will be true of the symplectic current, and

upon integration this region can only give a nonlocal contribution to the symplectic form.

Such a contribution cannot affect the coefficient in front of the local symplectic kernel (4.3),

which we have to determine.
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Second, once we have limited ourselves to a small neighborhood of I, in this region we

can expand the barred fields in the transverse space. Schematically we can write:

f̄ = f̄ |r=0 + xi
⊥∂if̄ |r=0 + · · · , xi

⊥ = (x2, x3, x4) , (4.23)

where f̄ stands for any of the barred fields that we encountered. The coefficients in this

series are fields of x1 = s only. Now, it is easy to check that the metric and the perturbations

will depend on these coefficients analytically near I. In particular, the limit when all the

barred fields tend to zero is completely well behaved. Away from this limit, the coefficients

of (4.23), say f̄(s), will enter the field perturbations as functions multiplying a(s), a′(s),

or general convolution integrals of the form

∫
a(s − s̃)Ψ

(
s̃

r

)
ds̃ , (4.24)

evaluated at the same point s. It means that after integration, these coefficients may make

their way into the symplectic form only via terms involving products f̄(s)a(s) and such.

As a third, final, step, we notice that there is a lot of freedom to deform the curve

outside I to make the barred fields into functions varying nontrivially along and near I.

This can be seen by examining the explicit expression (4.9) for f̄5 and analogous expressions

for the other fields. However, for varying f̄ , the terms involving products like f̄(s)a(s)

would not be consistent with the translationally invariant nature of the symplectic kernel

(4.3). This means that such terms simply cannot appear, which finishes the argument.

Putting the barred fields to zero means that we pass from the closed curve to an infinite

straight line and also drop the 1’s from f1,5. The resulting nonperturbed geometry is a

plane wave. In other words we proved that to find the general symplectic form it is enough

to find the symplectic form around the plane wave.

4.5 Plane wave symplectic form

In this subsection we evaluate the symplectic form for perturbations around the plane

wave, which corresponds to putting all the barred fields in (4.10)–(4.15) to zero. At this

point bulky computations are unavoidable, however they lend themselves easily to autom-

atization. The reader may want to skip to the main results: the gravitational and the

two-form symplectic current integrals (4.33),(4.38), and the symplectic form (4.39),(4.40)

which agrees with (4.6). According to the arguments of the preceding subsections, this

completes the proof that the symplectic form on the full moduli space is given by eq. (3.23)

with the right prefactor.

Notice that once we dropped the barred fields we have f1 = f5 to the first order in a.

This means that the dilaton stays constant: Φ = 1, δΦ = 0. The difference between the

Einstein and string frame disappears. Also the T 4 part of the metric becomes trivial and

just contributes a volume factor to the symplectic form upon integration. The unperturbed

6d metric is:

ds2 = − r

γ
dt2 − dt dx1 +

γ

r
dr2 + r

[
γdθ2 + 2(1 − cos θ)(γdφ2 − dφ dy) +

dy2

γ

]
. (4.25)
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The radial part of the metric becomes regular in the variable ρ =
√

r. To see that the

angular part is regular, one should notice that near θ = π the (φ, y) part rewrites neatly

as γ(2dφ + γ−1dy)2. In fact the metric of the transverse space can be brought to the flat

R
4 form, but we will find it convenient to keep working in the current coordinate system.

The pertubartions of the 6d metric after the coordinate transformation (4.21) become

(the Fourier transform δ̃gµν is equal ã(p) times the coefficient given in the table):

tt :
cos θ

γ

[
(1 + r|p|)e−r|p| − χ

]

tx1 : − cos θ rχ p2

tr : cos θ
(
e−r|p| − χ − rχ′

)
ip

tθ : − sin θ r
(
e−r|p| − χ

)
ip

x1r :
γ cos θ

r

(
e−r|p| − χ

)
ip

x1θ : −γ sin θ
(
e−r|p| − χ

)
ip

rr :
γ cos θ

r2

[
(1 + r|p|)e−r|p| − χ + 2rχ′

]

rθ : −γ sin θ χ′

θθ : γ cos θ
[
(1 + r|p|)e−r|p| − χ

]

φφ : 2γ(1 − cos θ)
[
(1 + r|p|)e−r|p| − χ

]

φy : (1 − cos θ)
[
(1 + r|p|)e−r|p| − χ

]

yy : −cos θ

γ

[
(1 + r|p|)e−r|p| − χ

]
(4.26)

We see the effect that the presence of χ has on the regularity on the field perturbations: it

smoothens the behavior at r = 0 by subtracting the leading singularity. A quick check of

the regularity at θ = π for all r can be performed by noticing that the perturbation near

the south pole can be written as

γ(2dφ + γ−1dy)2
[
(1 + r|p|)e−r|p| − χ

]
. (4.27)

To compute the symplectic form, we choose the Cauchy surface Σ = {t = const}, so that the

only necessary symplectic current component is J t. The gravitational symplectic current

evaluated using the Crnković-Witten formula (3.12) and the above metric perturbations is

equal

J t
g(r, θ) =

γ sin θ

r

∫
dp

2π
K(p, r, θ) ip ã(p) ∧ ã(−p) ,

K = e−2r|p|
[
cos2 θ

(
3 + 4r|p| + 2r2p2

)
− 1 − 2r|p|

]

+ e−r|p|
{

χ
[
cos2 θ

(
r3|p|3 − 4r|p| − 6

)
+ 2 + 2r|p| − 2r2p2

]

+ χ′r
[
cos2 θ

(
4 + 2r|p| − r2p2

)
+ r|p| − 1

]
− χ′′r2 cos2 θ

}
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+ cos2 θ
[
χ2

(
3 − r2p2

)
+ χχ′r

(
2r2p2 − 4

)
+ χ′2r2 + χχ′′r2

]

+ χ2(r2p2 − 1) + χχ′r . (4.28)

We see that K = O(r) for r → 0 due to the presence of χ, and thus the symplectic current

is regular. Integrating in θ, we get
∫

dθ J t
g(r, θ) =

2

3
γ

∫
dp

2π
[k1 + k2 + k3] ip ã(p) ∧ ã(−p) ,

k1 = e−2r|p|(2r|p| − 2)|p| ,
k2 = e−r|p|

[
χ|p|(2 − 6r|p| + r2p2) + χ′

(
1 + 5r|p| − r2p2

)
− χ′′r

]
,

k3 = 2χ2rp2 + χχ′
(
2p2r2 − 1

)
+ rχ′2 + rχχ′′ . (4.29)

Now it remains to integrate in r. We have
∫

dr k1 = −1/2 . (4.30)

On the other hand, a couple of integrations by part show that
∫

dr k2 = −2χ|r=0 = −2 , (4.31)
∫

dr k3 = χ2|r=0 = 1 . (4.32)

Thus the total value
∫

dr dθ J t
G(r, θ) = −γ

∫
dp

2π
ip ã(p) ∧ ã(−p) . (4.33)

Now let’s consider the two form. The unperturbed value:

C = r (1 − cos θ) dt ∧ dφ +
r

γ
dt ∧ dy . (4.34)

Again to study the unperturbed geometry one could in principle go to the regular co-

ordinates in which the transverse metric is dX2
i and the three-form field strength would

become ∝ dt∧ (dX1 ∧ dX2 + dX3 ∧ dX4). However, in the problem at hand such a change

is unnecessary. We simply compute the two-form perturbations using (4.10)–(4.15) in (2.1)

(with all the barred fields put to zero) and applying the coordinate change (4.21). They

still come out singular near the south pole. An abelian gauge transformation with the

paramater

Λ = [rχ cos θ ipã(p)]∨ dy (4.35)

has to be applied. After that the two-form perturbations become (the Fourier transforms

of the corresponding components are equal ã(p) times the coefficient in the table):

dt ∧ dφ : (1 − cos θ)
[
(1 + r|p|) e−r|p| − χ

]

dx1 ∧ dφ : γ sin2 θ e−r|p||p|
dr ∧ dφ : γ(cos2 θ − cos θ)e−r|p|ip

– 15 –
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dθ ∧ dφ : γ sin θ(r|p|+ 2cos θ)e−r|p|i sign p

dt ∧ dy : −cos θ

γ

[
(1 + r|p|) e−r|p| − χ

]

dr ∧ dy : − cos θ e−r|p|ip

dθ ∧ dy : sin θ r e−r|p|ip (4.36)

This two-form is regular, and a quick way to check this is to see that near θ = 0 and θ = π

it looks like dy ∧ (. . .) and (2dφ + γ−1dy) ∧ (. . .), respectively.

Now we can compute the two-form symplectic current using eq. (3.13), which comes

out to be

J t
F (r, θ) = −γr sin θ cos2 θ

∫
dp

2π
e−2r|p|(2r|p| + 2)i|p|3 ã(p) ∧ ã(−p) , (4.37)

∫
dr dθ J t

F (r, θ) = −γ

∫
dp

2π
ip ã(p) ∧ ã(−p) . (4.38)

We see that, unlike for the metric, in this case the χ regulator does not make its way into

the symplectic current.

The total symplectic form is obtained by adding the contributions of the metric and

the two-form:

Ω =
1

(2π)7g2
s

(2π)(2πR)(2π)4V4

∫
dr dθ (J t

G + J t
F ) , (4.39)

where we took into account volume factors appearing because of the integration over the

φ and the y circles, and over T 4. All in all, the final result is

Ω = − 1

2πµ2

∫
dp

2π
ip ã(p) ∧ ã(−p) , (4.40)

which is equivalent to (4.6). Q.E.D.

5. Discussion

In this paper we have quantized the moduli space of the regular D1-D5 geometries, and

used this result to count the D1-D5 black hole microstates, directly from SUGRA. The

method is based on our previous work [2, 3], and incorporates a new ingredient — the

consistency condition — which allowed us to reduce the computational work needed to

obtain the general result. Most certainly, this new ingredient will play a role in the future

applications of the symplectic form quantization to the other SUGRA moduli spaces, such

as the 3-charge moduli space parametrized by hyper-Kaehler manifolds [9].

Our result fits nicely with the general idea of Mathur’s program [1], which can be loosely

described as aiming to understand the inner structure of quantum black holes purely from

SUGRA, i.e. without D-branes. Recently, several interesting results breathed new life into

the program and opened up new avenues of research. In [13], it was demonstrated how

the emergence of an effective black hole geometry may be seen from AdS/CFT correlators

in a typical D1-D5 ground state. In [14], it was shown how an effective geometry may

be recovered by studying boundary 1-point functions. It would be very interesting to
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combine these two approaches and derive a truly emergent horizon of the D1-D5 black

hole. Another problem which needs to eventually be addressed is the derivation of the

nonzero area horizon from the curvature-corrected SUGRA Lagrangian. In the best of the

worlds, these two derivations would produced horizons of the same size. The future will

show if this is indeed the case.
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[10] Č. Crnković and E. Witten, Covariant description of canonical formalism in geometrical

theories, in Three hundred years of gravitation, S.W. Hawking and W. Israel eds., Cambridge

University Press, 1987, p. 676.

[11] G. J. Zuckerman, Action principles and global geometry, in Mathematical aspects of string

theory, San Diego 1986, Proceedings, S.T. Yau ed., Worls Scientific, 1987, p. 259.

[12] H. Lin, O. Lunin and J. Maldacena, Bubbling AdS space and 1/2 BPS geometries, JHEP 10

(2004) 025 [hep-th/0409174].

[13] V. Balasubramanian, P. Kraus and M. Shigemori, Massless black holes and black rings as

effective geometries of the D1-D5 system, Class. and Quant. Grav. 22 (2005) 4803

[hep-th/0508110].

[14] L.F. Alday, J. de Boer and I. Messamah, What is the dual of a dipole?, hep-th/0511246.

[15] A. Donos and A. Jevicki, Dynamics of chiral primaries in AdS3 × S3 × T 4, hep-th/0512017.

– 18 –

http://jhep.sissa.it/stdsearch?paper=04%282004%29054
http://xxx.lanl.gov/abs/hep-th/0404006
http://xxx.lanl.gov/abs/hep-th/0505166
http://xxx.lanl.gov/abs/hep-th/0505167
http://jhep.sissa.it/stdsearch?paper=10%282004%29025
http://jhep.sissa.it/stdsearch?paper=10%282004%29025
http://xxx.lanl.gov/abs/hep-th/0409174
http://www-spires.slac.stanford.edu/spires/find/hep/www?j=CQGRD%2C22%2C4803
http://xxx.lanl.gov/abs/hep-th/0508110
http://xxx.lanl.gov/abs/hep-th/0511246
http://xxx.lanl.gov/abs/hep-th/0512017

